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Abstract: In the paper, Web Logs Streaming is used to analyze streaming data and batch data. It can read data 

from Web Server and analyze the data based on the scenario. This basically implements the Streaming Data 

Analysis for Data Error extraction, Analyze the type of errors from log files and store in one host. The solution 

providing for streaming real-time error logs / IP addresses of the systems who are accessing the website. It 

provides a file which contains the keywords of error types for error identification or IP addresses of the people 

who are accessing the website using spark processing logic. After processing the data result file be placed in AWS 

Oracle table. Processing logic is written in Spark Eco systems and with Scala language. Spark SQL and Spark 

Streaming has been used in the project to get desired output. Kafka has been used for sending and receiving the 

data from the webserver. Kafka internally using Zookeeper for producing the data from the input file. With the 

help of Zookeeper, Kafka producer will be producing the data and Kafka Consumer will be receiving on the basis 

of given Topic and will be sending to Spark Streaming. Spark Streaming will be creating DStream and processing 

the seamless. 
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I.   INTRODUCTION 

In this paper, we look after the weblog files that are used to interaction of the user with the web pages that are logged in a 

single record as a text file is known as web log file. Some various technologies are used such as Hadoop, Scala, Spark, 

Kafka, and Zookeeper. Hadoop was one of the first popular big data technology. It is an open source, Java-based 

programming framework. It is part of the Apache project developed by the Apache Software Foundation. It is a scalable, 

fault-tolerant system for processing large datasets into different cluster servers. Internal components of Hadoop are HDFS 

& YARN with map reduce. Apache Spark is used for large-scale data processing. Spark is a Hadoop ecosystem. It 

extends the Map Reduce (processing) capabilities of Hadoop to overcome challenges faced by Hadoop Eco systems. It is 

100% faster than Map Reduce in memory and 10% faster in disk It consolidated interface/framework to process large 

amount of data. It process efficiently Batch data, streaming (micro-batch), and iterative, interactive unified stack like 

YARN. Scala is a purely object-oriented language. The rest of the paper deals as follows: Section II, deals with the 

technology of Spark is presented. In section III, Introduction to Kafka. In section IV, Implementation and results is 

presented. Finally, the section V, concludes paper.  

II.   SPARK 

Spark is a Hadoop ecosystem. It extends the Map Reduce (processing) capabilities of Hadoop. Extremely fast (in-

memory).Consolidated interface/framework to process wide range of workloads: Batch, streaming (micro-batch), 

iterative, interactive unified stack like YARN. 
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Fig 1: Spark on Yarn 

Spark on yarn describes the different types of layers the first layer describes about the HDFS. It stores the different types 

of files. The second layer is the Yarn, it is the processing framework. The third layer is the spark, it is the Hadoop 

ecosystem it extends the map reduce capabilities. The fourth layer describes about the different technologies used for 

streaming the data. 

Benefits of Spark: 

The key features of Spark includes easy to use (programmer friendly), fast in memory access, general purpose, optimized 

fault tolerant, unified platform. 

 

Fig 2: SPARK ARCHITECTURE 

The key entities in the architecture are driver program, cluster manager(yarn),worker node(task and executor). 

DRIVER PROGRAM: 

It defines the transformations and actions.Where the driver program is placed to process, that node is called Driver node. 
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CLUSTER MANAGER (YARN): 

It's a distributed OS. It's schedule the tasks and allocate the resources in the cluster. 

It allocates RAM and CPUS to Executors based on Node manager request 

WORK NODE: 

In Hadoop terminology, it's also called node manager. It's manage the executors. If executors cross limits, node manager 

kill the executors. 

TASK: 

A task is the smallest unit of work that sends to an executor. It is executed by a thread in an executor on a worker node. 

Each task performs some computations to either return a result to a driver program or S3/hdfs. Spark creates a task per 

data partition. An executor runs one or more tasks concurrently. The amount of parallelism is determined by the number 

of partitions. More partitions mean more tasks processing data in parallel. 

EXECUTORS: 

Spark acts as an executors on each nodes in the cluster, that performs some task act as a processes that runs and store data. 

it support in-memory concept. 

Spark Streaming 

 

Fig 3: Spark Streaming 

Spark Streaming receives input data streams and it generates spark engine by dividing the batches of input data at last it 

produces the batches of processed data. 

 

Fig 4: Spark Streaming in detail 
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SPARK STREAMING DATAFLOW: 

 

Fig 4: Spark Streaming Data Flow 

III.   KAFKA INTRODUCTION 

Apache Kafka is a distributed streaming platform.  It has three key capabilities: 

1.Subscribe the streams of records, into a message queue. 

2.Store  the streams of records in a fault-tolerant. 

3.Process the streams of records. 

Kafka has four core  APIs: 

1.The Producer API  

2.The Consumer API  

3.The Streams API. 

4.The Connector API. 

 

Fig 5: KAFKA Architecture 
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IV.   IMPLEMENTATION AND RESULTS 
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Kafka Producer Results: 

 

Kafka Consumer execution 

 

Output saved in Oracle DB 
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V.   CONSLUSION 

In this paper we will be processing different types of errors / IP address from Web Server Logs. This can be used to 

process different websites like twitter data processing, Share Market Analysis. Spark Streaming on Hadoop YARN cluster 

processing messages from Apache using the new direct API. It is used for Business "things" such as IOT applications that 

are connected devices and sensors, predictive analytics, which are used to manage the risk and design the new business 

opportunities with the real time analytics. 
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